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Figure 1: Section “title pages” from our Scenario Workbook (images of the scenarios are in Section 3.1 and Appendix A.)

ABSTRACT
We use a design workbook of speculative scenarios as a values elici-
tation activity with 14 participants. The workbook depicts use case
scenarioswith smart home camera technologies that involve surveil-
lance and uneven power relations. The scenarios were initially
designed by the researchers to explore scenarios of privacy and
surveillance within three social relationships involving “primary”
and “non-primary” users: Parents-Children, Landlords-Tenants, and
Residents-Domestic Workers. When the scenarios were utilized as
part of a values elicitation activity with participants, we found that
they reflected on a broader set of interconnected social values be-
yond privacy and surveillance, including autonomy and agency,
physical safety, property rights, trust and accountability, and fair-
ness. The paper suggests that future research about ethical issues in
smart homes should conceptualize privacy as interconnected with
a broader set of social values (which can align or be in tension with
privacy), and reflects on considerations for doing research with
non-primary users.

This work is licensed under a Creative Commons Attribution International
4.0 License.

DIS ’23, July 10–14, 2023, Pittsburgh, PA, USA
© 2023 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9893-0/23/07.
https://doi.org/10.1145/3563657.3596012

CCS CONCEPTS
• Security and privacy→ Social aspects of security and pri-
vacy; • Human-centered computing→ Empirical studies in HCI .

KEYWORDS
scenarios, privacy, surveillance, ethics, values in design, smart home
cameras, workbooks
ACM Reference Format:
Richmond Y. Wong, Jason Caleb Valdez, Ashten Alexander, Ariel Chiang,
Olivia Quesada, and James Pierce. 2023. Broadening Privacy and Surveil-
lance: Eliciting Interconnected Values with a Scenarios Workbook on Smart
Home Cameras. In Designing Interactive Systems Conference (DIS ’23), July
10–14, 2023, Pittsburgh, PA, USA. ACM, New York, NY, USA, 21 pages.
https://doi.org/10.1145/3563657.3596012

1 INTRODUCTION
Consumers are increasingly adopting and deploying “smart” prod-
ucts or Internet of Things (IoT) technologies, including speakers,
doorbells, locks, cameras, appliances, and others. While these may
provide new ways to live and interact with others, they also present
concerns related to privacy and surveillance. Furthermore, these
technologies may affect additional social values, such as mediat-
ing social interactions and changing how trust or autonomy are
considered within relationships. This paper focuses on smart home
cameras because they are one of the most popular, growing [106],
and controversial applications of smart home products [87, 92, 106].
Values in design scholars have sought methods to proactively iden-
tify and discuss the potential social values impacts and ethical
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harms related to new technologies [96, 116]. Forward-looking and
open ended design methods may assist in these efforts [97, 119].

This paper presents a case study using a design workbook of
conceptual designs proposals and hypothetical use case scenar-
ios to elicit discussion about social values and ethical issues with
users and stakeholders of smart home camera technologies (Figure
1). We created a workbook to initially explore how smart camera
technologies might continue to amplify and exacerbate issues of
privacy and surveillance [87, 106], especially in social relationships
between “primary” and “non-primary” users. Primary users have
greater forms of control and access to smart camera devices, while
non-primary users [106] have less control and access. Specifically,
the workbook explores how future smart home camera systems
might affect relationships among Parents & Children, Landlords &
Tenants, and Residents & Domestic Workers.

We shared the workbook with 14 participants who were users
of smart home technologies and experienced at least one of the
social relationship categories described in the scenarios (e.g., parent,
landlord). We conducted interviews to understand:When using
these scenarios as elicitation tools, how do participants as-
sess values and ethics? What perspectives, values, opinions,
preferences, and judgments do participants reveal? While
participants directly mentioned privacy and surveillance in their
reactions to the scenarios, we also found that they contextualized
these among a broader (and sometimes conflicting) set of intercon-
nected social values.

This paper makes two empirical contributions. First, it builds on
prior research broadening conceptions of privacy by finding that
participants employed multiple values and concepts in their ethical
assessments of the scenarios. Contributing to HCI research on
privacy, ethics and values, this suggests that smart home research
should similarly broaden how it conceptualizes problems of privacy
and surveillance. Second, it provides a case study of doing research
that engages both primary and non-primary users. We reflect on
our design process for constructing scenarios that can engage in
discussion from multiple points of view.

In the following sections, we discuss relatedwork, our design pro-
cess, andmethods.We then present our findings of how participants
identified multiple and sometimes conflicting social values at stake
in the scenarios including: privacy and surveillance, autonomy and
agency, physical safety, property rights, trust and accountability,
and fairness. We end with reflections on (1) expanding our concep-
tions of privacy to be entangled with other values, (2) the fluidity of
the categories of “primary” and “non-primary” users, (3) the modes
of engagement participants used to reflect on values, and (4) future
implications for research and design.

2 RELATEDWORK
2.1 Values & Ethics, Primary & Non-Primary

Users, and Smart Home Technologies
Prior research has studied privacy in smart home settings. Tradi-
tionally, digital privacy research has focused on the relationships
between device owners and the companies that collect the data, such
as providing privacy notices in smart home settings [79], providing
users control over personal data [6, 22, 39], or creating systems that
make privacy decisions for users [63]. These focus on the so-called

“vertical” relationships between users and companies. However in
practice, not everyone is equally able to exercise these rights or
make these decisions. Furthermore, many consumer IoT devices
involve spatial sensors such as cameras and microphones which
affect the privacy of nearby actors [92, 106].

A growing body of HCI research has begun studying how privacy
and ethical concerns arise in “lateral” [5, 75] social relationships
between different types of users. In particular we consider primary
users as users who have greater forms of control and access to smart
home devices (often by owning them), while non-primary users
have less control and access [106]. Koshy et al. use the terms “pilot”
and “passenger” users to similarly describe these relationships [57],
though we build on Pierce et al.’s conception of non-primary users
[92] to consider a range of relationships (such as secondary and
tertiary users who may have some but restricted access to devices,
or indirect/incidental users like delivery workers interacting with
cameras). Pierce et al combine prior work (e.g., [10, 12, 124, 125]) to
outline a range of terminology to grapple with various types of non-
primary users. They refer to people who meaningfully interact with
a digital system but experience low levels of control and benefits
as “adjacent users” [92, p.37].

Regardless of the specific terminology used to describe non-
primary users, the introduction of smart home devices has the
potential to cause tension in social relationships in the home [26,
124]. Prior research suggests that non-primary users have limited
understanding of how smart devices collect their data [68, 69], and
limited ability to access or control device settings [125]. In some
contexts, primary users may wish to protect non-primary users’
privacy but often lack features to help do this [1, 122]. Given this,
researchers have explored how to design to increase non-primary
users’ awareness, understandings, and ability to control how their
data is collected and used [28, 61, 107].

Importantly, non-primary users often have less social power than
primary users, potentially exacerbating their privacy violations. For
instance, Ur et al. study a smart lock system, and find that parents
would configure the system in ways that surveils their teenage
children [109]. Participatory design workshops with smart home
sensor systems have suggested that some participants might ac-
tively seek to create applications to surveil or control non-primary
users’ behaviors [60, 104].

Several projects study these dynamics specifically with smart
cameras. Bernd et al. study privacy practices of in-home nannies
in relation to smart cameras installed by home residents (their em-
ployers), finding that nannies may have the right to data protection,
but in practice do not have the ability to request control over the
data because of the power imbalance in their employer-employee
relationship [12, 13]. Tan et al. find that many primary users of
smart cameras have limited concern for non-primary users’ privacy,
and that some non-primary users feel concerned about privacy but
are uncomfortable confronting primary users about it [106]. While
there are a few examples of design interventions specifically in-
tended to improve privacy and social tensions with smart sensing
devices (e.g., [24, 25, 29]), there remains a need to better understand
and foreground primary and non-primary user dynamics.

Prior research has also investigated additional values and ethical
implications of smart home environments. Smart home devices
have implications for trust in social relationships [12, 26], and for



Broadening Privacy and Surveillance DIS ’23, July 10–14, 2023, Pittsburgh, PA, USA

autonomy and agency [31, 35, 46]. Others have questioned the
values and politics of smart homes more broadly by asking who
gets considered as a smart home user and what counts as a smart
home [54, 59, 84, 85], and highlighting power imbalances in gender
roles in the smart home [102].

In our design explorations, we consider three particular rela-
tionships of primary and non-primary users: Parents & Children,
Landlords & Tenants, and Residents & Domestic Workers.

2.2 Conceptualizing Privacy
Privacy scholars have attempted to define privacy in many ways,
such as privacy as: control over personal information, as protections
from government searches, as the protection of physical spaces
and bodies, as freedom of thought, and more. However, no single
definition applies well to every situation. Reacting to this, privacy
scholar Dan Solove haswritten that privacy as “a concept in disarray.
Nobody can articulate what it means” [100].

Shifting away from universal theories of privacy, recent work
has acknowledged multifaceted conceptions of privacy, such as
Solove’s taxonomy of data privacy harms [99], and his articulation
of multiple conceptions of privacy [98]. Nissenbaum’s contextual
integrity formulates how privacy depends on contextual and situa-
tional norms [82]. Mulligan et al. present a set of dimensions that
can be used to describe privacy in specific contexts, asking why
is privacy important, who and what is protected by privacy, what
actions violate privacy, what protects privacy, and how broadly
privacy applies [76].

Notably, recent privacy scholarship has begun to discuss how
the harms of privacy violations are multifaceted and include so-
cial values related to many aspects of human experience. Citron
and Solove’s typology of privacy harms describes how violations
of privacy can lead to physical harms (such as bodily injury and
death), economic and monetary losses, harms to individuals’ rep-
utations, psychological and emotional harms, harms to people’s
autonomy and ability to make choices, discrimination harms, and
harms to personal and professional social relationships [27]. They
write that each of these types of harms implicates different values,
legal theories, and histories. Citron and Solove articulate this typol-
ogy using legal case studies. Our research surfaces perspectives and
experiences from actual users of smart technology who suggest a
similarly wide range of interconnected privacy harms.

While these theories broadening the conceptualization of pri-
vacy are acknowledged and cited within HCI, privacy is still often
operationalized in narrower ways within HCI research. McDon-
ald and Forte describe [73] that HCI privacy work tends to either
conceptualize privacy as individual control (e.g., individual privacy
boundaries [4]), or as social community norms (e.g., contextual
integrity [82]). Wong and Mulligan describe how much of HCI re-
search frames privacy as a technical problem that can be solved
through design solutions such as encryption or data architecture;
or frames privacy as an informational problem which requires the
re-design of notices and other informational content to assist users’
decision-making [119]. McDonald and Forte suggest that HCIwould
benefit by expanding its conceptions of privacy to focus on vulnera-
bilities from feminist and queer perspectives [73], building on other
research identifying how people’s experiences of privacy can vary

with their social power positions [44, 72]. This paper similarly sug-
gests that HCI can usefully expand its conceptions of privacy, but
by considering a broader network of interconnected social values.

2.3 Design Futuring Methods
Imagining different sociotechnical configurations of the world with
design futuring provides opportunities to consider matters of public
concern, such as how social values, ethical outcomes, and arrange-
ments of power might change [33, 67, 118]. “Ethical speculation”
practices can be useful for pedagogical and reflective discussion of
technology’s ethical impacts [40, 41]. Yet at times, these practices
have been critiqued for not engaging adequately with people and
perspectives beyond designers or not providing empirical knowl-
edge [36, 58].

In response, researchers and designers have involved partici-
pants in design futuring by co-designing futures [59, 108], creating
activities or experiences for participants to engage in [7, 36, 58, 74],
or using design futuring artifacts as probes to elicit participants’ re-
flections in values-centered research [17, 50, 83, 120]. Several design
futuring projects consider smart home cameras and themes related
to privacy and surveillance, including Pierce et al.’s speculative
exploration of smart camera surveillance metaphors [86–88, 93],
Tan et al.’s in-home speculative probes with participants to imagine
new relationships with their own cameras [105], and Cheng et al.’s
design research camera platform that allows for home participants
to actively or passively share their recording data [25].

With varying degrees of participation, HCI and design researchers
have further explored a variety of forms for presenting design
scenarios to various audiences and stakeholders, including con-
cept videos [64, 94], textual narratives [11], interface elements
such as icons [32, 65], GIFs [14], and brief design proposals involv-
ing photographs, collage, illustration, diagrams, and annotations
[2, 16, 47, 89].

2.3.1 Design Workbooks and Values Elicitation. Design workbooks,
while often used as an internal tool for design teams to explore a
design space [48], have more recently been used as research probes
to elicit participant reflection and engagement. Wong et al. use
workbooks of imagined IoT surveillance devices to understand how
technologists might think about different aspects of privacy, finding
that participants engaged with the workbooks in multiple ways
when discussing privacy, such as seeing themselves as both users
and designers, imagining the designs as real, and comparing the
designs to real-world examples and experiences [120]. Based on
this, the authors suggest that design workbooks could be useful
in a values in design process. Wyche utilizes workbooks as part
of a visual elicitation study in an ICTD context, finding that de-
sign concepts afforded rich participant responses that gave insight
into participants’ memories and experiences, helped participants
note practical problems and question the designs’ assumptions,
and showed how local community members conceptualized values
(such as surveillance) differently than the researchers [123]. Similar
to these elicitation activities, Chen et al. utilize workbooks of visual
design concepts to broach topics with participants that might be dif-
ficult to discuss in an interview, such as the role of data after death
[23]. Harrington and Dillahunt take design workbooks in a more
participatory direction, creating an interactive design workbook
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with explicit prompts and spaces for participants to brainstorm, al-
lowing for co-speculating with Black youth [50]. Other researchers
have creatively used design probes, participatory engagements, and
design scenarios in other ways to engage people with the topics
privacy, security, and surveillance [56, 80, 91, 94].

This paper uses workbooks as a form of visual elicitation and
values elicitation, showing participants scenarios created by the
researchers to understand their reactions and reflections on social
values.

2.3.2 Scenario Literature that Motivates Our Approach. Scenarios,
broadly defined as strategically produced visions of possible futures
[19], vary in their form and purpose across fields. Design scenarios
in HCI are typically brief textual and/or visual descriptions (e.g.,
use cases) used to creatively imagine design solutions [21], or to
communicate, validate and endorse design decisions about user
actions [38, 70].

A scenario lineage from outside HCI comes from strategic plan-
ning and foresight [111]—often used in public policy, crisis manage-
ment, and business strategy—to help organizations deal with un-
certainty by envisioning medium to long-term futures (5-15 years)
to influence an organization’s strategic decisions [110]. Scenarios
are not predictive but rather anticipatory tools [115] for imagining,
discussing, shaping, planning, and preparing for possible futures.
We found this lineage’s use of trend analysis to create scenarios
useful for our design explorations.

While largely separate today, HCI design scenarios and strategic
planning scenarios do have common origins in the 1960s [71, 117].
Recent work has sought to re-integrate the two approaches of de-
sign scenarios and strategic planning scenarios, highlighting oppor-
tunities to: improve strategic scenarios using design expertise [19],
improve the “worldmaking” aspects of scenarios [112], involve di-
verse stakeholders in the planning process [110, 111], combine both
traditions to explore ethical issues related to emerging technologies
[37, 121] including privacy and security [43, 56]. This paper uses
scenarios as a probe [51, 83] in a values elicitation activity. We
draw inspiration from value sensitive design approaches that use
scenarios as a way to elicit stakeholder understandings of values
[17, 45, 81].

3 DEVELOPING THE SCENARIOS WORKBOOK
The scenarios we present in this study form part of a larger, ongo-
ing project that aims to (a) conceptually explore trends of smart
home devices, (b) methodologically combine the strengths of de-
sign scenarios and strategic planning scenarios, and (c) adapt this
approach to engage broader participation from diverse stakehold-
ers. To develop scenarios for the design workbook, we identified
current trends in smart home technologies synthesized from prior
research and news reporting. In parallel, we generated a wide range
of hypothetical scenarios that explored a range of themes related
to smart home devices and datafication of daily life. (We present
more details about this process in Appendix A).

Scenarios Design Process. Developing the scenarios was an
iterative and emergent process. We began generating scenarios
using short textual descriptions. We ideated by creating lists of
scenarios that consisted of a short and often catchy title followed
by a few sentences describing the scenario. From here, we selected

some to iterate by adding rough sketches. We then continued to
select and refine. This process allowed us to explore many scenarios
before committing further efforts toward refining them through
visual illustration and polished copywriting. The next stage was
splitting the scenarios into text and illustration. One group of au-
thors created rough illustrations while another focused on refining
the text. To achieve consistency, we then had one author finalize
all illustrations and one author finalize all captions.

We initially explored at least 50 possible scenario ideas covering
multiple themes including (1) the sensorification of daily life, (2)
perceptually powerful devices, (3) behind-the-scenes actors and
data misuse, (4) beyond safety and security: social, reflective, and
aesthetic applications, (5) environmental sensor pollution, and (6)
social tensions and asymmetric power relations. Ultimately, our
study demanded that we narrow down and select fewer scenarios
that we could discuss with participants in a 60-90 minute interview.
We decided to focus on the theme of smart camera surveillance
within everyday asymmetric power relations as it captured impor-
tant social and ethical issues at stake with smart devices, and this
theme elicited much discussion among the authors. Scenario ideas
on other themes were excluded, leaving us with approximately a
dozen scenarios. Of those, most fit into one of three categories of
social relationships: Parents & Children, Landlords & Tenants, and
Homeowners & Domestic Workers, so we focused on developing
scenarios in these categories. Other relationships with fewer sce-
nario ideas (such as one scenario between homeowners and delivery
drivers) were not selected for further exploration. We ended up
developing text and visuals for 3 scenarios from those 3 categories
which we felt would explore different facets of these relationships
as they relate to privacy and surveillance.

Figure 2: We explored different levels of detail, for instance,
single-image snapshots (left) versusmulti-frame storyboards
(right). Ultimately we decided to create single-image snap-
shot scenarios.

Design Composition of Scenarios.We wanted the scenarios
to be legible, comprehensible, and relatable to participants so that
it might lead to discussion, reflection, criticism, and imagination.
We formalized a design framework of 4 core considerations to help
us achieve these goals:

1. Ethical tone: Do the scenarios suggest a use case that is positive,
negative, or ambiguous (from our perspective or the anticipated
perspective of our audience)? We intended each scenario to be
ethically ambiguous in order to avoid being immediately interpreted
as completely utopian or dystopian, by incorporating positive and
negative aspects.We note that “ambiguous” is different than neutral;
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rather than avoiding being positive or negative (neutral), we find
that ambiguity allows us to acknowledge how many scenarios
can have both positive and negative elements, depending on one’s
perspective or viewpoint.

2. Timescale:Does the scenario take place in the near-term (soon?)
or long-term (someday?). We decided to place each scenario closer
to the present to ensure they were more relatable and comprehen-
sible.

3. Levels of detail: Does a scenario focus on breadth or depth? Are
they conveyed through a single snapshot or a longer storyboard
(e.g., a single image or a multi-panel storyboard)? We decided to
make each scenario simple, easy to digest, and presentable within a
single page to ensure we cover approximately 10 scenarios within
the relatively short interview time. We constrained each scenario to
a single-image with short captions, rather than a longer storyboard
narrative showing multiple scenes (Figure 2). We referred to these
as a “snapshot” scenario format.

4. Mundanity: Does the scenario depict an ordinary versus ex-
traordinary scene within the fictional future world? We tended to
select scenarios that, within the speculative world, appeared to be
fairly regular, commonplace events in order to prompt normative
judgements about future “new normals.” The question of “mundane
for whom?” was one we grappled with, given that what might ap-
pear as “normal” depends on one’s life experiences. We tried to
include a mix of experiences, such as an overprotective parent, a
tenant living in a large apartment building, and nanny reporting
for work. However, we note that the research team lived in close
proximity to large cities on the U.S. west coast, all of whom lived
in rental housing. We recognize that there are broader housing
situations than our own lived experiences [59, 84]. We note that
one limitation of this approach is that by building scenarios focused
on more mundane situations (from our perspective) we missed
an opportunity to engage with more marginal, idiosyncratic, or
subcultural scenes—something we intend to explore in future work.

3.1 Scenarios in the Workbook Study
The scenarios in the final version of the workbook (Table 1) are
grouped in sections featuring different relationships: (1) Parents &
Children, where parents monitor or take care of children; (2) Land-
lords & Tenants, where apartment landlords and property managers
manage the tenants who rent from them; and (3) Residents & Do-
mestic Workers, where home residents hire people to work within
their home such as nannies or babysitters.

4 STUDY METHODS
In 2021, we recruited participants through advertisements using
Craigslist in the San Francisco Bay area and Seattle metro area, and
social media posts. We initially recruited near the researchers’ insti-
tutions, planning to meet participants in-person. Due to COVID-19
restrictions, we conducted all interviews using Zoom. As our social
media posts were re-shared online, we ended up recruiting from
across the United States. The recruitment messages described that
we were looking for people who either “own a smart home device”
or “interact with smart home devices that you don’t own.” We did
not define “smart home device.” Interested participants filled out a
screener survey asking them to list smart home devices that they

Table 1: Summary of Scenarios in the Workbook

Scenario
Name

Scenario Description

Parents & Children

Out After
Curfew
Detector

Smart cameras designed to keep intruders out
might be also used to help keep kids in. (Fig 8)

Remote
Chaper-
one

Smart cameras might be used to help parents re-
motely monitor kids (Fig 9).

Drone
Parents

A helicopter parent is one who “hovers” over their
child to closely monitor their experiences and prob-
lems. Smart cameras might enable a whole new
level of helicopter parenting (Fig 3)

Landlords & Tenants

Extreme
Lease
Enforcer

Smart cameras and microphones might be used
to precisely and strictly enforce rental agreements
by helping landlords and property managers send
warnings, fines, or eviction notices. (Fig 10)

Dealing
with a
Problem
Tenant

Smart devices might enable tenants to report dan-
gerous or annoying behavior so that property man-
agers can deal with it (Fig 11)

Approved
Access
Only

Cameras and other smart devices might be used to
increase security for tenants. The same technology
may be used to limit access for non-approved guests
and tenants not in good standing. (Fig 4)

Residents & Domestic Workers

Dropping
in, Keep-
ing Tabs

Smart cameras might allow people to easily check
in on nannies, housekeepers, babysitters, plumbers,
painters, and other hired help. (Fig 12)

Incident
Report

An indoor smart camera system might allow an
adult to monitor their parent’s caregiver and their
child’s nanny. The system sends incident reports
whenever a notable event occurs such as a grand-
parent falling, a child having a meltdown, or a care-
giver yelling or neglecting their patient. (Fig 13)

Mood
Check

Smart camera systems might also monitor the inter-
nal emotional states of people. This could be used
to assess whether a nanny, caregiver, or pet sitter
enjoys their job or not, and whether they have the
right social skills and temperament. (Fig 5)

own or interact with, describe a previous experience with a smart
device, and basic demographic data. The study was approved by
the Institutional Review Boards at the authors’ institutions.

All participants we reached out to for interviews reported hav-
ing some prior experience with smart home devices, either as a
primary or non-primary user. All participants also fit into one of
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Figure 3: Detailed view of the Drone Parents scenario shown
to participants.

Figure 4: Detailed view of the Approved Access Only scenario
shown to participants.

the social relationship categories in the scenarios, through their
current or past experiences (e.g., currently a parent, or previously a
domestic worker). Some met more than one of these qualifications.
All participants resided in the United States. A limitation of our
recruitment is that we did not have IRB permission to do research
with people under 18 years old. As a proxy, we interviewed sev-
eral younger adults who currently live with their parents (P8, P12)
both to understand their current home dynamics and their recent
experiences from when they were younger. Table 2 provides key in-
formation about the participants, while Table 3 provides aggregated
demographic information.1

1Demographic information is provided in aggregate form in order to help preserve
participants’ anonymity. Classifications of current and previous experiences were
determined by coding participants’ explicit discussion of their experiences, so this
table likely undercounts people’s experiences. For instance, most people probably lived

Figure 5: Detailed view of the Mood Check scenario shown to
participants

We interviewed 14 participants for between 60-90 minutes, con-
ducted by the first or second authors in a semi-structured fashion.
Participants were compensated with a $30 Amazon.com gift card.
Interviews consisted of two parts. First, participants were asked
background questions about their prior experiences with smart
home technologies to get them comfortable talking. However, this
part of the interview is not analyzed, as we focus instead on the
participants’ interactions with the scenarios.

The second part focused on the scenario workbook. The inter-
viewer would screen share the workbook, explaining that these
are fictional scenarios depicting smart home cameras. We decided
the researcher would share their screen to show participants the
scenarios, rather than having interviewees share their screens to
avoid potential technical difficulties. The workbook was presented
in a linear fashion, similar to a slideshow. It was shown in the or-
der listed in Table 1 to all participants, since the workbook was
grouped into sections and had summary pages listing the designs
in order, to help communicate the three groups of relationships.
The interviewer would present the scenarios in one section, asking
participants to “think aloud” and provide any initial thoughts or
reactions. For instance, with Parents & Children, the interviewer
would go through the Out After Curfew Detector, Remote Chap-
erone, and Drone Parent. After viewing a section, the interviewer
would present a section summary page. While on this page, partic-
ipants were asked a range of questions about the scenarios, such
as if they have had similar experiences, what they think is positive
or negative, how they think the people in the scenarios might feel,
and if there were any new ideas or scenarios that came to mind.
This was repeated for the Landlords & Tenants and Residents &
Domestic Worker sections. While we asked participants if they had
any concerns about the scenarios, we never explicitly prompted
them to speak about privacy, surveillance, or other social values.

with their parents previously at some point, but we only indicate participants who
explicitly discussed it.
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Table 2: Summary of Participants and their Relevant Experiences (C = currently does this, P = previously did this)

# Gender Age Occupation House-
hold
Size

Other
Household
Members

Lives w/
Parent(s)

Lives w/
Child(ren)

Is
Land-
lord

Is Ten-
ant/
Renter

Hires
Domestic
Workers

Is Do-
mestic
Worker

P1 Female 35 Grad Student 1 n/a P C P
P2 Male 35 Project Manager 4 Spouse and

children
C

P3 Male 28 Electrical Engi-
neer

2 Roommate C

P4 Male 24 Graduate Stu-
dent

4 Roommates P C

P5 Female 37 Finance Man-
ager

2 Spouse C P C

P6 Female 36 Administrative
Assistant

4 Spouse and
children

C P C

P7 Male 37 Sales Executive 7 Spouse,
children,
mother,
brother

C C P

P8 Male 22 Student, Ad-
ministrative
Assistant

5 Parents, sib-
lings

C

P9 Male 50 Banquet server
& Food Delivery

2 Spouse P C C

P10 Female 47 Administrative
Assistant

3 Spouse,
child

C

P11 Female 41 Administrative 4 Spouse, chil-
dren

C

P12 Male 28 Student & Pet
Sitter/Dog
Walker

3 Parent and
roommate

C C C

P13 Female 60 Operations Man-
ager

2 Spouse C C C

P14 Male 40 Social Worker 2 Spouse C

Table 3: Aggregated demographics of participants

Ethnicity Area Lived In Highest Education Annual Household Income
White/Caucasian (7) Big City/Urban (7) Some college (1) $10k-50k (2)
Asian (6) Suburban (5) Associate’s Degree (2) $50k-100k (5)
Hispanic (1) Mid-Sized City (1) Bachelor’s Degree (6) $100k-150k (5)

Small Town (1) Master’s Degree (5) $150k+ (1)
Prefer not to share (1)

Recordings were transcribed using Zoom’s captioning features.
The first author conducted the first round of analysis. While reading
transcripts he inductively used action coding to identify partici-
pants’ interactions with the workbooks [95, pg.96], and values
coding to identify statements related to social values, attitudes,
beliefs, and ethics [95, pg.110]. Text excerpts with these codes were
extracted from the transcripts and grouped into themes. The first,
second, and last authors met periodically to discuss and refine the
codes and themes of the analysis.

4.1 Cultural Context of the Study
This research was conducted by researchers living in large cities
on the west coast of the United States and with participants living
in the U.S. This cultural and legal context affected participants’
responses and the researchers’ analysis. At the time of research. the
U.S. does not have a national data privacy law, meaning that many
expectations of privacy depend on people’s beliefs about proper
norms and practices rather than on a legal definition. Culturally,
ownership of private property is encouraged and often seen as a
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way to increase generational wealth (although the ability to pur-
chase property is not evenly distributed among social, class, and
racial differences). Furthermore, in most states and cities in the
U.S., there are relatively limited protections legal protections or re-
course for renters and tenants (such as if tenants face rate increases
or evictions by landlords) or employees (in many cases it is very
easy to be fired by an employer). Knowledge of these dynamics
affected how the researchers interpreted participants’ statements
about their beliefs and experiences in these domains.

5 FINDINGS: ELICITING PARTICIPANTS’
VALUES REFLECTIONS ON THE SCENARIOS

In our findings, we report on prominent values that surfaced across
participant reactions: (1) privacy and surveillance, (2) autonomy and
agency, (3) physical safety and care, (4) private property interests,
(5) trust and accountability, (6) fairness, and (7) how values differ
across social identities. We note that participants introduced these
values; we did not explicitly name any of the values when asking
participants questions. One takeaway is that participants rarely
thought in terms of a single value or concern, such as privacy, but
rather suggested a network of interrelated values and concerns.

Before discussing those findings, we briefly note how partici-
pants expressed a range of mixed reactions to the scenarios both
within and across subjects. Participants varied widely on their feel-
ings of positivity or negativity of each scenario. No scenario was
universally liked or disliked by participants. Some disliked almost
all the scenarios, some liked almost all the scenarios, but most liked
some and disliked others. Some participants also expressed mixed
feelings about the same scenario when considering it from different
points of view. For instance, P1 immediately reacted to the designs
by stating “I can appreciate why the parent might want [that] and
the child might not” when presented with the first scenario, Curfew
Detector. Across all the scenarios, participants were able to consider
the situations from multiple stakeholder perspectives.

5.1 Privacy and Surveillance
Participants explicitly brought up privacy in multiple ways, often
describing how primary users (Parents, Landlords, and Residents)
were in positions to surveil or violate the privacy of non-primary
users (Children, Tenants, and Domestic Workers) in the scenarios.
For instance, in response to the Landlords & Tenants scenarios P4
(current renter) explained “I think a problem on one side would be
abuse of power by the landlord and again the invasion of privacy.”

Participants described how their expectations of privacy related
to practices of surveillance and data collection. Several participants
observed that smart cameras might allow an owner to constantly
collect data. P3 (current renter), reflecting on the Problem Tenant
scenario said “I wouldn’t want them [landlords] to record every-
thing all the time. But for a specific time when you receive a com-
plaint or something from others, and they can just keep that, it’s
fine.” P3 suggests that landlords keeping specific recordings related
to tenant complaints might be acceptable, but that recording all the
time violates a tenant’s expectations of privacy.

Another concern with privacy expectations emerged with the
Mood Check scenario, which depicts a smart home camera used
for new, speculative types of emotional surveillance.

P5 (current landlord, previous renter): It strikes me
as a little strange to have something that was never
available to me. I don’t know if it’s necessary. We’ve
all gone through life without mood checks. [...] I feel
like this is a little invasive, like you’re trying to read
someone’s mind, basically and boil it down to one
simple description.

P5’s reflection suggests that the scenario reconfigures Resident
& Domestic Worker relationships by introducing a new form of inti-
mate data that was not available before this speculative technology,
violating current social expectations of privacy.

Several participants drew connections to other experiences of
privacy and surveillance, including surveillance of workers at stores
and offices, or tracking others’ location on smartphones. P1 (current
renter) noted how the Landlord & Tenant scenarios fit into a longer
(pre-IoT) history of landlords surveilling and taking advantage of
tenants, stating that “these aren’t really new problems; this is a new
way to achieve an old technique.”

Overall, participants reflected on multiple aspects of privacy
and surveillance, including the role of social power differences be-
tween primary and non-primary users, current social expectations
of privacy, and connecting the scenarios to issues of privacy and
surveillance in other domains and time periods. Next, we discuss
how participants typically other social values (though often still in
relation to privacy and surveillance).

5.2 Autonomy and Agency
Many participants who responded negatively to the scenarios de-
scribed threats to individual autonomy and agency. These values
arose most prominently in the Parents & Children scenarios. For
instance, P9 (does not live with children) responded to the Remote
Chaperone scenario saying:

P9: Kids need to be able to bad talk their parents in
front of friends and stuff like that and without wor-
rying about their dad or mom listening or hearing
that. They need to be themselves. Use cuss words or
whatever with their friends. [. . . ]And it [the scenario]
just takes away from kids’ freedom and the ability to
be it to be themselves.

Here, autonomy away from a parent’s watchful eye—which is
amplified to an unnatural degree by technology—is seen as an im-
portant part of children’s development. P1,5,6,8,13,14 expressed
similar concerns (this includes participants who currently live with
parents, currently live with children, and some who live with nei-
ther). P4 (used to live with parents) expressed a desire for children
to have more autonomy by comparing the Parent & Children sce-
narios to how his parents used to keep in touch with him using
a landline phone when they were away from the home—which
allowed them to check in, but not monitor him at all times, granting
him more autonomy compared to the scenarios’ smart cameras.

Several participants described agency through the concept of
informed consent, particularly for domestic workers. P13 (hires
domestic workers) reacted to the childcare scenarios in Residents
and Domestic Workers by saying “the camera for a small child’s
carer would be great but there needs to be agreement, I wouldn’t
want to keep it hidden. In other words, I want the babysitter to know,
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just in fairness to them.” While many researchers discuss consent
in relation to data privacy, P13 frames consent as an issue of dignity
in the power relationship between residents and domestic workers.
P4,9,11 (one of whom discussed currently hiring domestic workers)
also discussed how to notify domestic workers about the use of
smart home cameras and obtain their consent. These reflections
suggest home residents’ recognition of the autonomy and agency
of domestic workers.

Others considered how scenarios could be re-designed to give
non-primary users more agency. P1 (previous babysitter) imag-
ined if babysitters could use or access smart home recordings to
understand if there is potential parental abuse in the household.

P1 (previous domestic worker): As a babysitter you
see a very intimate picture of a parent and child rela-
tionship [. . . ] But what if you’re there to, like, secretly
assess child abuse? Is this mother giving her teenage
daughter an eating disorder? What is the child saying
to you when the parents are not there? Yes, there’s a
predominant power relationship [...] but what would
the reverse be?

Similarly, P6 (previous renter) imagined that monitoring systems
in the scenarios could be re-designed to help tenants protect them-
selves from landlords when ending a lease by having video evidence
that can help tenants dispute cases when landlords erroneously
claim that tenants have caused property damage and owe extra
money.

Overall, participants noted how the scenarios presented chal-
lenges to different conceptions of autonomy and agency. Some
framed autonomy as allowing for self-development (particularly
during childhood), others discussed autonomy and agency in terms
of consent or making informed choices, and others connected issues
of autonomy and agency to the power differences between primary
and non-primary users.

5.3 Physical Safety & Care
Many participants who found the scenarios positive viewed scenar-
ios as protecting people’s physical safety or expressing care. These
themes were most prominent with the Parents & Children and
Residents & Domestic Worker scenarios (and often in tension with
autonomy and agency). Several parents described the scenarios as
providing physical safety for their children. P13 (did not disclose if
living with children) described how Curfew Detector would help
“keep them safe” by tracking a child’s comings and goings from
their room and home.

Some acknowledged that the scenarios might violate children’s
privacy but that was outweighed by the parents’ interest in safety
and care. In a mixed reaction, P6 viewed the Remote Chaperone as
useful even if her kids resisted.

P6 (currently lives with children): I can see where kids
or teenagers might really hate that. But as a parent
myself, I really like that, especially now. Like you
want to give them some semblance of privacy, but if
you learn or hear that things are going wrong you
can check in and make sure. It’s just nice to be able
to have an eye on them.

P6 recognizes the potential privacy invasions, but she would
still value the system as a form of parental care. At the same time,
she considered ways to provide her kids with more privacy by
suggesting that she would only check the system if something
“goes wrong,” rather than continuously monitoring it.

Several participants discussed protecting the physical safety
of home residents and private property from domestic workers.
While not explicitly identifying as a “domestic worker,” P8 had
experience as a behavioral interventionist working with children
in their homes, and related that to the Domestic Workers scenarios:

P8: This past year I was a behavior interventionist
[. . . ] You’re trusting your kid with disabilities, with a
stranger who is supposed to help you with them. As
someone who’s providing that care, I wouldn’t feel
invaded if my client’s family happened to record what
I was doing to make sure that their child is safe. [. . . ]
They’re looking for the best interest of their kid, not
necessarily trying to pinpoint something that I do
wrong.

These participants felt that surveilling children’s activities and
people working with children in the home was justified due to
physical safety and security concerns, discussing it as an expres-
sion of care. In these cases, participants often viewed themselves
as responsible for the care of others. Echoing tensions expressed
by some participants, researchers have noted that even if socially
accepted, surveillance as care can still reinforce problematic power
dynamics and obscure other forms of care [52, 101].

5.4 Property Rights
Participants discussed values related to private property ownership
in the U.S. in both positive and negative reactions to the scenar-
ios. For those who responded more positively, beliefs about
private property owners’ rights were used to justify the ac-
ceptability of owners’ control over devices and spaces. P10 (did
not disclose property ownership), reacting to the Problem Tenant
scenario, said “Remember you’re renting somebody’s space. You
have to be respectful. And those [cameras] could be some of the
rules.” P6 juxtaposed tenants’ privacy concerns with a landlord’s
private property rights with the Extreme Lease Enforcer:

P6 (previously rented): If it’s in the rental agreement,
I don’t see an issue with having something like this.
A lot of people probably wouldn’t like it just because
they feel like it’s invading their privacy. But it is the
landlord’s property. I think that if they wanted to re-
ally enforce how many guests are staying, this would
be a good option for landlords.

This suggests a belief that a landlord’s private property interests
outweigh the privacy interests of tenants, even though P6’s reaction
acknowledges tenants might react negatively. P5 similarly justified
parental surveillance of children by explaining that “the house is
my domain” and parents should be able to set the rules within the
home because they own it.

Those who responded negatively noted that property own-
ers do not have absolute control over their private property
in practice. P9 drew on his landlord and property management
experience to describe how the Extreme Lease Enforcer changes
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the landlord-tenant relationship in significant ways, even though it
purportedly just enforces terms of a lease:

P9 (previous landlord, current renter): I’ve been a
landlord and this crosses the line. Most rental agree-
ments—I’ve been an apartment manager for many
years—they’re loosely enforced. If someone has a
guest for an extra week or so it’s not that big a deal. If
they’re causing a problem, then that’s one thing. But
to me this is really micromanaging your tenants.

P9 points out that in practice, many provisions of a landlord’s
lease are loosely enforced as long as tenants are not causing prob-
lems, even if technically prohibited. The Extreme Lease Enforcer
would change these norms and practices by strictly enforcing a
lease’s terms, providing less leeway than what is socially expected.

Several participants who were tenants described feeling that
the physical space of a home should still afford them privacy or
autonomy without being constantly controlled by a landlord.

P13 (current landlord, current renter): So right now
I’m a tenant, I have an apartment in the Bay Area.
I wouldn’t want any of these. I wouldn’t welcome
them because I consider myself a good tenant. Why
would I want something that was potentially tracking
my behavior, my daily activities when I want some
privacy? And that’s part of the deal when you’re rent-
ing from someone. You’re signing a lease with clear
expectations.

Moreover, for P13 these expectations about a tenant’s rights are
communicated through the leasing agreement with the landlord.

After looking at the workbook, P5 expressed mixed feelings
about her own use of smart security cameras for property protec-
tion.

P5 (current landlord, previous renter): In San Fran-
cisco we see a ton of theft. I bought a sign that says “se-
cured by Ring, Ring enabled security.” [. . . ] But maybe
in that very act of trying to deter theft, it leaves peo-
ple feeling like this is not a welcoming home or not
a welcoming building. So it’s a little bit of a double
edged sword. What are these little things that we’re
doing around the home and how is it impacting the
community?

While P5 initially bought smart cameras to secure her property
and felt positive towards them, the scenarios led her to consider
that others in the neighborhood might interpret her cameras as be-
ing unwelcoming to the community. Overall, participants’ varying
opinions highlight tensions in considering how to balance rights,
social power, and control between privacy property owners and
other stakeholders.

5.5 Trust, Accountability, and Social
Relationships

Participants described how the scenarios’ smart cameras might me-
diate social relationships and affect trust and accountability. A few
participants suggested that some scenarios might increase trust
and improve social relationships. P6 imagined that Approved
Access might improve landlord-tenant relationships.

P6 (previous renter): I think this is a good way to
hold people accountable. If they were having an issue
where they couldn’t pay rent or they needed some-
thing else approved, they would actually have to com-
municate with their landlord, which I think is always
a good thing.

P6 felt that the penalty of automatically revoking tenants’ access
to facilities after a lease violation would motivate tenants to proac-
tively communicate potential issues with landlords and strengthen
tenants’ accountability to landlords. P6 (who also hires domestic
workers) also thought that the scenarios might improve communi-
cation between residents and domestic workers such as plumbers
or electricians by reducing awkward conversations, helping the
worker communicate their progress, or remotely communicating if
they need to leave the home temporarily to purchase materials and
return later.

However, many other participants expressed concern that these
might negatively affect social relationships and decrease trust.
Viewing the Residents &DomesticWorkers scenarios skeptically, P1
discussed her experiences as a babysitter and how these scenarios
alter social dynamics.

P1 (previous domestic worker): When I babysat, [...] I
loved all the kids. I appreciated their [parents] caring
about who I was as a person, as it related to their kid.
Taking out that relationship, would I still do the job
for the money? Yeah, but it would change how I feel
about it and I feel like that would change over time.
[. . . ] I’m just checking the boxes.

P1 felt that these smart camera applications would make her
job feel narrowly task-focused rather than being about holistically
building deeper social relationships with the kids and their parents.

P13, a landlord, similarly critiqued the Landlord & Tenant sce-
narios:

P13 (current landlord, current renter): I prefer to do
thingsmore directlywith people. The [scenario] seems
like the tenant-landlord relationship is much more
removed. I would like to have a stronger communi-
cation plan or process with my tenants so that I can
deal with these things proactively.

P13 notes that in-person she can “try to determine if this is just
a complainer, or is this someone who’s got a legitimate issue.” She
feels these judgements gained through social interactions would
be more difficult to make if mediated by smart cameras.

Relatedly, many participants (P1,4,5,6,3,9,11) felt that the Par-
ents & Children scenarios suggested that parents mistrust their
children. P7 (currently lives with children), drew comparisons to
his childhood which lacked the technology-enforced rules of the
scenarios, saying “I grew up without limits. [. . . ] [this scenario]
is like taking the parenting out of being a parent.” Across these
examples, participants expressed concerns that the responsibilities
and trust built through in-person social interactions would suffer if
mediated by a smart camera or its analytical capabilities.

Participants’ varying opinions in relation to the scenarios’ effects
on trust and accountability highlight how the scenarios suggest
changes to existing social relationships, and may affect these rela-
tionships over long term use.
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5.6 Fairness
Participants also discussed fairness, particularly noting how the
power imbalance between primary and non-primary users might
lead to unfair outcomes. Some participants imagined new social
rules, behaviors, or norms that could help make the scenarios more
fair. P9 viewed the Out After Curfew Detector as a form of punish-
ment for misbehavior, and argued that fair parental surveillance of
children should have a time limit and its use should be collectively
understood, rather than being used indiscriminately.

P9: It has to be an issue the parent and child decide.
“You know you’re being punished, I’m going to have
this up for six months, as a form of being grounded.” I
think there needs to be a time limitation. “If you don’t
try to disable the camera, we’ll take it down or shut
it off at a certain time within six months,” something
like that.

Participants also imagined alternative scenarios of their own that
might be fairer by giving more discretion to non-primary users. For
instance, some participants imagined using alternate technologies
that might achieve similar ends but limit visual surveillance. P3
suggested that parents might monitor children’s activities with
smartwatches and a geofence tagging system. P9 suggested that to
check if a pet sitter or domestic worker came to the home, a sensor
detecting the door opening would be enough. P8 suggested that
if landlords are concerned about tenant noise, a decibel monitor
would avoid collecting private audio.

P9 (previously landlord, current renter) also described how hous-
ing laws in U.S. cities and states promote fairness by providing some
basic protections for renters. Drawing on his former experiences
as a property manager, P9 discussed how Approved Access might
be illegal, or at least goes against the spirit of the law.

P9 (previous landlord, current renter): If you’re behind
on your rent and not allowing a tenant to do laundry
or throw away their garbage, that is cruel. [. . . ] To me
that’s kind of akin to turning off the lights. It’s illegal
for landlord to turn off power in your house, or shut
the water off to try to get someone out.

P9 later reflected that stronger tenant laws may be needed to
preserve fairness and to protect tenants from landlord surveillance
overreach. Scholars have noted that fairness, like other values,
has multiple conceptions and definitions in different contexts [77];
participants tended to discuss fairness as a sense of empathy and
respect for others, and as a belief in equal process and treatment
(rather than being about fair distributions of resources).

5.7 Reflecting on Values Across Social Identities
Some participants noted how values implications may vary across
identity and cultural differences, which were not explicitly depicted
in the scenarios. P1,8,12 expressed concerns that women and girls
may be disproportionately and unfairly surveilled in some of the
scenarios. P4 described how the Approved Access scenario’s deter-
mination of whether a tenant is in “good standing” might embed
and promote stereotypes, particularly for residents who are “Black,
Indigenous, or people of color [. . . ] and there’s not a good jus-
tification behind it.” P1,4,12 also discussed how scenarios make

assumptions about defining “good” neighbors and tenants that may
exacerbate gentrification tensions in U.S. cities.

P1 (current renter): Noise complaints are one of the
early signs of gentrification. Peoplemoving into neigh-
borhoods and then saying, “This neighborhood is too
loud” and calling the police. That leads to escalations
and can be a tool to evict lower income people in
a neighborhood where the prices are getting higher.
The problem tenant is not the loud tenant. It’s the
new tenant who comes in and expect things to be
quiet. [. . . ] I think there are class and racial elements
of what is considered loud, what music. Are you blast-
ing Tchaikovsky or hip hop? You know it can be the
same decibel but I think it would have a different
cultural read and have different impacts.

Participants not only considered different values at play, but
some participants discussed how the experience of these values
varied among groups, and can be entangled with unequal distribu-
tions of social power. This aligns with contemporary research on
values that view them as situated, lived experiences rather than a
set of static norms and principles [53, 62].

6 DISCUSSION
We discuss how participants considered values beyond privacy and
surveillance, how the concepts of primary and non-primary users
are fluid categories, and the modes of engagement participants had
with the workbooks when reflecting on values. We then suggest
implications for future research and design, and reflect on our
limitations and future work.

6.1 Expanding Conceptions of Privacy: How
Participants Reflected on Multiple
Interconnected Values

We find that participants engaged in complex reflections about the
values “at play” in the scenarios [42]. Prior HCI research tends to
focus on privacy as being about individual management or local
norms, allowing privacy problems to be addressed by technical and
informational solutions [73, 119]. However, participants’ concep-
tions of privacy in relation to other values reflects the wide-ranging
conceptualizations described by privacy law and social science
scholars [27, 76, 98]. We note several ways how participants dis-
cussed ethical issues that encompassed privacy and other values.

Participants highlighted how surveillance and invasions of pri-
vacy can violate individuals’ autonomy and agency, and how this
may have an outsized effect on individuals with less social power
(such as non-primary users). Autonomy and agency are complex
concepts as well. Privacy scholars Citron and Solove discuss many
types of autonomy harms, including: coercion, manipulation, fail-
ing to be given sufficient information to make decisions, thwarted
expectations, lack of control, or chilling effects inhibiting people
from conducting lawful activities [27]. Participants discussed sev-
eral of these conceptions, such as wanting to make cameras visible
to provide sufficient information to non-primary users, or raising
concerns that parental surveillance might lead to chilling effects
on the activities children choose to engage in.
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Some participants suggested that physical safety and care was
important enough to warrant surveillance of others, even if it raised
privacy concerns. Sometimes this was to make sure physical harm
did not occur to the watched subject, such as a parent watching their
child outdoors. Other times this was to make sure that the watched
subject did not cause harm, such as a parent watching a babysitter’s
behaviors, or a homeowner trying to protect themselves against
property damage. While “surveillance as care” may be useful in
some situations, privacy researchers have noted that this can still
reinforce problematic power dynamics, and obscure other forms of
care that are less surveillant [101].

Participants also discussed tensions in how much power a private
property owner has to surveil others. Property owners and landlords
have interests in knowing what occurs on their property, but home
dwellers (such as renters, tenants, children, or domestic workers)
also have a reasonable expectation of privacy. Some local housing
laws in the U.S. attempt to create balances between stakeholders,
such as requiring landlords to give tenants at least 24 hours of
notice before physically entering their residences, recognizing both
tenants’ privacy expectations and a landlord’s private property
rights. Recording data in homes with multiple stakeholders and
competing interests presents new challenges, which a few design
researchers have begun to explore, such as the implications of
using smart technology in public housing [59]. Legal approaches to
balancing competing rights in these situations may serve as models
or inspiration for designing systems that similarly need to balance
competing stakeholder interests.

Participants also discussed how surveillance might decrease or
increase social trust and accountability. Those who felt that surveil-
lance might increase social trust and accountability tended to sug-
gest that it would create information parity or symmetry between
people, which might improve communication. Those who felt it
might decrease social trust and accountability raised concerns about
howmediating human-to-human relationships through smart home
cameras suggested a lack of trust or care in a social relationship.

Participants noted how surveillance and violations of privacy can
threaten fairness. Prior researchers have noted how the values of
privacy and fairness can be in tensionwith each other, in the context
of collecting sensitive personal data in order to understand if a
marginalized community is being fairly treated [34]. However, our
participants focused more on power imbalances between primary
and non-primary users and how surveillance could harm people’s
dignity and respect in unequal and unfair ways.

Participants’ reflections show the ripple effects that social values
can have, sometimes supporting each other and sometimes being
in tension. For instance, values such as fairness might be used to
address violations of privacy (for instance, finding ways to try to
fairly notify non-primary users that they are being recorded). In
some situations, values like privacy and trust may align, while in
other situations the same values may be in tension with one another.
And these effects are not experienced evenly. Stakeholders with
different amounts of social power or different social identities may
be affected in dissimilar ways.

We highlight how privacy is a wide-ranging concept, as that was
our entry point as researchers. However, we note that the values
discussed by participants are themselves entangled too (for instance,
participants’ discussion of fairness often implicated the values of

autonomy and agency). This suggests that it may be difficult to
study privacy without consideration of other social values, which
we return to in the Implications section.

Finally, we note that understanding privacy as interconnected
to other ethical concerns aligns with an “ethics of care” perspective
articulated by feminist scholars (e.g., [30]). A care ethics perspective
points to how the ethical positions and responses of people are, in
practice, often highly contextual, relational, and complex. We find
empirical evidence of a care ethics perspective across participants’
responses, particularly when they described nuanced consideration
of multiple actors, perspectives, and details of the particular situa-
tion (e.g., relating to both the competing perspectives of a child and
a parent). Future work should continue to place discourses of pri-
vacy and surveillance in conversation with burgeoning work within
design and HCI advocating for a care ethics perspectives [8, 55],
which includes both human and non-human actors [3, 49, 66, 114].

6.2 Primary & Non-Primary Stakeholders are
Fluid Categories

While we initially recruited participants based on our ideas of
primary and non-primary users from the scenarios, we find that in
practice, these categories are fluid and dynamic and can overlap or
change. Put simply, a person can be a primary user at one time and
place, and a non-primary user in another time and place.

Sometimes this change occurs over time. Several participants
reflected on their previous experiences as children (non-primary
users) as compared to their current experiences as adults or par-
ents (primary users). Similarly, other participants described having
previously worked as domestic workers and no longer doing so, or
having previously rented a home to now becoming a homeowner.
In another example, a primary user may be later surveilled by a
camera that they initially acquired and set up.

Other times, people may shift between primary and non-primary
use as they move between contexts. Some participants described
being monitored as a non-primary user at their workplaces by an
employer, while being in control of the smart devices in their own
home as a primary user.

Others may play multiple roles at the same time. One participant
discussed how they both manage rental properties but are a renter
themselves. Others described how in public areas of an apartment
building they are a non-primary user (because the landlord installed
and monitors cameras in those areas), but simultaneously they are
a primary user of smart camera devices used within their own
apartment.

This suggests a need not only to consider non-primary users and
their privacy when designing smart camera systems, but to also
design systems in ways that acknowledge that these roles can vary
with time and context. Designing a system that assigns someone
a static “primary” or “non-primary” user role with different per-
missions or access controls may not fully account for the dynamic
experience of these roles.

6.3 Reflecting on Participants’ Engagements
with Workbooks

Building on prior research using workbooks as a values elicitation
activity with participants [18,98,100], we reflect on how participants
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engaged with, responded to, and thought through our scenarios
when discussing values or ethical issues. These engagement types
may be of use to researchers seeking to engage participants in
reflective discussions using future-oriented design scenarios. We
identified five types of engagement that build on and extend prior
work.

1. Participants viewed designs from different stakeholder positions.
Wong et al.’s workbooks elicitation study found that expert partici-
pants viewed designs through the lens of being a technologist and
being a user [120]. We find that non-technologist participants are
also able to view designs from user and stakeholder perspectives
beyond their own. This suggests that workbooks may be useful for
sensitizing people to multiple user and stakeholder perspectives,
particularly with primary/non-primary user relationships, rather
than just a single type of user.

2. Participants related the scenarios to their historical and lived
experiences. Discussing scenarios elicited memories from partici-
pants (such as comparisons to their own experiences as children)
and discussions of current lived experiences (such interacting with
tenants and landlords). This aligns with Wyche’s finding that work-
books can help elicit memories and understandings of local context
[123]. We found that participants discussed their lived experiences
in service of two goals: (a) describing how new technologies might
change existing and historical social relationships, such as intro-
ducing new forms of technical mediation into a social relationship;
(b) comparing the scenarios’ technology to a previous or existing
technology, such as parents’ use of landline phones to check in on
children. Prior research has described how using new technologies
to achieve the same function can have ethical consequences [78].
For instance, the function of parents keeping track of their children
is the same when using a landline phone and smart camera, but
these technologies have different ethical implications, and suggest
different expectations of privacy. Participants’ discussion of lived
and historical experiences helps elicit details about how and why
technical choices can have ethical consequences.

3. Participants directly contested and critiqued the scenarios. Some
participants suggested the scenarios granted primary users too
much power, or discussed how the technologies in the scenarios
might exacerbate issues of social and economic inequality. This
aligns with Wyche’s finding that people find practical problems
with the proposed designs [123] andWong et al.’s finding that partic-
ipants may question workbook designs’ framings and motivations
[120]. Moreover, it suggests how scenarios can be used for more
than just values elicitation, but also to open up a space to engage
in more critical conversations about power and justice.

4. Participants extended the scenarios by imagining ripple effects,
and imagining what else would need to change in order for the
scenario’s fictional world to come true. Participants speculated on
new social rules, behaviors, norms, and laws that could change
or would be required if the scenarios’ imagined futures became
true. They then reflected on the values embedded in those norms
and rules. This aligns with Wong et al.’s finding that technologists
discussed implications of workbook designs as if they were real
[120], and extends it by showing that a non-technologist audience
can engage with workbooks in a similar way.

5. Participants imagined alternate scenarios. Even though we
did not explicitly create our design workbooks as a tool for co-
speculation (unlike Harrington and Dillahunt who used workbooks
containing interactive activities explicitly for co-speculation [50]),
we find that participants still engaged in practices of speculation
while responding to a workbook of visual designs and scenarios.
Participants’ alternatives included systems that might achieve simi-
lar ends but limit the amount of data surveillance—such as using
geofencing to lessen the need for visual surveillance, or using a
decibel monitor instead of recording private audio to measure noise
levels. Others suggested new scenarios that could invert the power
relationships and give the non-primary users more power, such as
helping tenants protect themselves from bad landlords or helping
babysitters rather than parents. While not all participants engaged
in this way, it nevertheless shows the possibility for using visual-
based scenarios in participatory speculative design activities.

Several scenario design decisions may have helped encourage
participants’ reflections through these forms of engagement. As
this paper is exploratory, future research can explore the causal
relationship between these design dimensions and the types of
reflections they elicit:

• Ethical tone: We attempted to make the ethical tone ambigu-
ous—neither utopian nor dystopian, nor neutral. This may
have been reflected in participants’ mixed reactions to the
scenarios, considering them useful in some circumstances
but ethically problematic in others.

• Timescale: We designed the scenarios to appear closer to
the present, which may have helped participants relate the
scenarios to lived experiences.

• Levels of detail: We provided short “single snapshot” scenar-
ios. This allowed participants to view multiple scenarios and
compare them. It also may have invited them to extend the
scenarios and speculate about “missing details.”

• Mundanity: We depicted “everyday” scenarios, which poten-
tially helped participants relate the scenarios to everyday
real-world experiences. Future work depicting more diverse
situations in the scenarios may help elicit additional forms
of values reflections.

This study adds to prior research using design workbooks, sug-
gesting that visual and textual scenarios can be an effective method
of values elicitation with participants. Beyond design research, this
also suggests opportunities for participatory engagement in policy
and business uses of scenarios. In these contexts, scenarios are of-
ten created by and for decision-making experts [112, 113]. Actively
soliciting engagement from a broader range of stakeholders may
help surface discussion of values tensions within the scenarios, and
generate further ideas to explore.

6.4 Implications
We highlight several implications for design and research related to
smart home cameras, privacy, and primary and non-primary users.

6.4.1 Defining Privacy in Smart Home Systems Differs Based on
Whose Privacy is Considered. While “privacy” is often discussed as a
social value that needs to be considered in the design of smart home
camera systems, the actual problem of privacy and how to design
for it may differ based on the answer to “privacy for whom?” [76].
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Prior research notes how privacy is not experienced equally due
to people’s different amounts of social power [72, 109], historical
inequities that persist in the present [18], and different groups’
threat models [90].

Our results demonstrate how participants conceptualized pri-
vacy differently when considering different stakeholders. When
discussing children, participants discussed children’s privacy and
their autonomy to develop into adults, versus parents’ interests
in the physical safety of their children. With tenants, participants
considered tenants’ expectation of privacy in their homes, versus a
landlord’s interests in protecting their private property. With do-
mestic workers, participants weighed a domestic worker’s agency
versus the private property interests of the home residents or cul-
tural norms about workplace surveillance.

While all the scenarios contained smart home cameras, the prob-
lem of privacy is quite different in each. Answers to questions such
as “why is privacy important?”, “who should have access to the
camera data?”, and “for what purposes should the data be used?”
differs based on who the stakeholders are. This suggests that the
design of privacy systems in smart home cameras and similar sensing
technologies need to be flexible to adapt to different conceptions of
privacy when used in different contexts by different stakeholders.

6.4.2 Researchers and Designers Can Shift from Studying Privacy Per
Se to Entangled Values. This study also shows how values related
to smart home camera use and deployment are entangled. While
privacy and surveillance were our entry point into this project, we
found that “privacy” rarely emerged as the single or paramount con-
cern for participants. Rather, participants conceptualized privacy
in multiple ways, often in relation to other social values, aligning
with a body of theoretical research that conceptualizes privacy in
multifaceted ways, and related to values such as agency, autonomy,
safety, community [27, 76, 98].

However, much prior smart home research frames privacy as a
distinct problem or concern. Formulating research questions and
conducting empirical studies exclusively focused on “privacy” may
lead researchers to miss out on understanding a broader range of
interconnected ethical and moral issues related to smart homes.
While some prior research considers tradeoffs of privacy versus
utility [20, 126], “utility” may conflate multiple specific goals and
values, and oversimplify the relationship between privacy and other
values.

Values can be entangled in a network of interrelated ethical con-
cerns. While we described values independently, privacy is tied to a
range of other values (in this case, autonomy and agency, safety and
care, private property expectations, trust, and fairness). Sometimes
promoting another value violates privacy (or vice versa), at other
times protecting privacy also protects other values. Promoting a
value for one stakeholder may simultaneously violate a value of
another stakeholder.

It is important—in fact, necessary—for designers and researchers
to define a scope of the problems or issues they are addressing.
However, our findings suggest that in some cases, it may be a
mistake for designers and researchers to assume that “privacy”
represents the overarching concern from the perspective of users
and stakeholders. This is not a call for smart home designers and
researchers to abandon privacy, but rather to build on research that

considers a broader and more multifaceted range of values that may
be desirable to promote, protect, and negotiate—and to consider
the interplay among those values.

We consider how our results might have changed if we explicitly
focused our discussion around questions of “privacy” and refrained
from probing other issues such as property rights, autonomy, and
safety. If our primary research questions had strictly focused on
privacy and subtopics such as information disclosure, we may have
missed the wider range of concerns that our participants surfaced.
While future empirical research would be needed to test this coun-
terfactual hypothesis, our study results show that the scenarios we
initially created to probe issues of privacy also surfaced a broader
range of interconnected values.

Practically, we suggest that even when smart home research is
conducted on a specific value (like privacy), designers and researchers
should remain open to additional values that participants may surface,
and allow participants opportunities to bring these into the conversa-
tion.

6.4.3 Designers and Researchers Should Consider Both Primary
and Non-Primary User Roles and Interactions. Designers and re-
searchers of smart home systems should consider both primary and
non-primary user perspectives, and how those categories might
shift. A primary user of a technology will likely also find them-
selves as a non-primary user of the same device (e.g., someone
else in their household watches them on the smart camera). We
found that participants discussed their experiences as both primary
and non-primary users of technologies, and were able to imagine
the scenarios from multiple user perspectives. Because people shift
between being primary and non-primary users across times and con-
texts, considering non-primary users can help primary users if they
later interact with system as a non-primary user.

Furthermore, smart home devices with spatial sensors—such as
cameras, microphones, location tracking, and lidar—will invariably
affect non-primary users and subjects. In a general moral sense, it
is desirable to consider and respect the perspectives of non-primary
users. We also found that many primary users may want to better
respect and consider non-primary users. Many participants consid-
ered if there were ways that they might make camera surveillance
systems “fair” to people being monitored. Considerations of non-
primary users should be included throughout the design process, to
ensure that features designed for non-primary users are integrated
from the start.

6.5 Limitations and Future Work
We consider several limitations and opportunities for future work.
We shared the workbooks with participants via the interviewer’s
screen as a slide show, providing greater ease of use for participants.
However, this may have limited their ability to make comparisons
across scenarios as they might have done if all scenarios were laid
out on a table, as shown in prior research [120]. We also showed
the scenarios in the same order listed in Table 1 to each participant,
since the workbook was organized into 3 “sections” and each sec-
tion had a summary page listing the designs in order. While this
was done to communicate the types of social relationships for each
section, these ordering effects means that participants’ reactions
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to earlier scenarios may have affected reactions to later ones. Fu-
ture research using virtual design workbooks may consider using
alternate platforms or forms that might help participants compare
multiple scenarios, such as by creating scenarios in the form of
concise virtual cards.

Our participants were not evenly distributed across the rela-
tionship categories (for instance, we had fewer participants who
identified as domestic workers). While we do not claim general-
izability from this project, future work could recruit more people
from the specific populations and relationships we identified, and
from more diverse populations to further investigate the question
“privacy for whom?”.

Our design choices may affect how participants engaged with
the material. The development of our scenarios was foregrounded
ideas of surveillance, which may have encouraged participants to
discuss privacy. In part, we were less interested in understanding
if participants raised privacy issues, and more interested in how
participants would discuss privacy and other ethical issues when
confronted with them. However, it is possible that a different set
of scenarios less focused on surveillance or with different ethical
tones might elicit a different set of ethical issues. We are mindful
of our own biases and predispositions as researchers and design-
ers working on this project, and how these may come through in
our scenarios and discussions. Future iterations of these scenarios
might depict additional scenarios and increase the visual diversity
of the people depicted in the scenarios, such as: incorporating a
broader range of skin tones, less explicitly gendered characters, and
a range of different abilities. These may help participants consider
additional ethical issues and a more diverse range of stakeholders.

7 CONCLUSION
This paper presents a case study utilizing a design workbook of
speculative scenarios that ground privacy and surveillance concerns
related to smart cameras in three types of primary/non-primary
user relationships: Parents & Children, Landlords & Tenants, and
Residents & DomesticWorkers.We found that our scenarios elicited
discussion from participants about social values and ethical issues
beyond (and sometimes in tension with) privacy and surveillance,
including: autonomy and agency, safety, property, trust and account-
ability, and fairness. We found that participants rarely thought in
terms of a single value or concern, but rather suggested a network
of interrelated values and concerns, conceptualizing privacy in mul-
tiple ways. This builds on prior theoretical work that views privacy
as inherently multifaceted, entangled and connected with other
values and concerns. This suggests that smart home researchers
would benefit by being open to multiple conceptions of privacy, and
considering values together rather than separating out “privacy”
from other values and concerns. We further found that many par-
ticipants also identified both as primary and non-primary users at
different times and contexts. This suggests a need for smart home
research to both consider primary and non-primary users as fluid
categories, and to consider a larger constellation of ethical concerns
that represent how stakeholders think about social tensions and
values with smart home technology.
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scenarios that involve a future version of a smart home security cam-
era because this technology is currently popular but still emerging
as a product category, it raises myriad social and ethical concerns,
and it involves both camera and microphone sensors.

Figure 6: Earlier in our process, we explored many different
themes and scenarios ranging from counter-surveillance tac-
tics to futuristic new smart home technologies.

Figure 7: We developed scenarios for many other themes
that we ultimately did not include in this study because they
exceeded our scope. The images above are examples of semi-
refined scenarios for a theme addressing the “sensorification
of everyday life” and ways that advanced data analytics may
enable new forms of everyday monitoring, search, and cura-
tion of content.

During the initial brainstorming process, we focused on three el-
ements to generate ideas for scenarios which we anticipated would
generally be legible, comprehensible, relatable, engaging in a man-
ner that would lead to discussion, reflection, criticism, and imagi-
nation (Figure 6). This compositional framework consists of three
basic elements:

• Hooks - entry points that engage viewers, readers, users,
participants.

• Anchors - grounding points to real-world events.
• Orbits - Tacitly embedded themes or ideas to prompt reflec-
tion, discussion, and inspiration.

Roughly, we constructed scenarios by combining general themes,
or orbits, we wished to explore and communicate (e.g., parents
surveilling kids) with specific real-world anchors (e.g., the Ama-
zon drone smart home camera [15], helicopter parenting [9], and
emergent technologies for analyzing sociality, test-taking, and eye
contact among kids [103]). We also designed each scenario with
an eye toward one or a few well-designed hooks–carefully iterated
details designed to draw the viewer in. In some cases we built sce-
narios around a what we thought might be a clever hook, like a
“drone parent” as an extension and play on “helicopter parents”.
In other cases we instead relied on cliches–such as a child sneak-
ing of the window at night, or an overprotective dad–to engage
the viewer in a specific narrative snapshot while gesturing toward
other possibilities.

We typically began the design of scenarios focusing on text and
writing.We first composed lists of scenarios that consisted of a short
descriptive title followed by a few sentences. From here, we selected
some to iterate and added very crude sketches. We then continued
to select and refine. The next stage was creating illustrations. One
group of authors created rough illustrations while another focused
on refining the text. As we explored these iterations, we continued
to reflect upon themes that the scenarios explored. Example of
these early themes include (1) the sensorification of daily life, (2)
perceptually powerful devices, (3) behind-the-scenes actors and
data misuse, (4) beyond safety and security: social, reflective, and
aesthetic applications, (5) environmental sensor pollution, and (6)
social tensions and asymmetric power relations. (Figure 7)

Ultimately we decided to focus on the theme of everyday so-
cial tensions and asymmetric power relations connected to smart
cameras. We chose this theme for several reasons. First, it captured
social and ethical issues at stake with smart devices. Smart home
cameras are an exemplary site for investigating the topics of privacy,
surveillance, and other technology ethics issues. Second, the sce-
narios in this category appeared well-suited for eliciting discussion
and provoking responses based on our own internal discussions
among authors. Third, practically we needed to select a small subset
of scenarios that we could reasonably discuss within a 60-90 minute
interview. Fourth, several authors have conducted prior research
and had expertise in this space.

A.1 Images of the Workbook
Figures 8-13 depict screenshots of additional scenarios from the
workbook.
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Figure 8: Out After Curfew Detector Scenario. Figure 9: Remote Chaperone scenario.

Figure 10: Extreme Lease Enforcer Scenario.
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Figure 11: Dealing with a Problem Tenant scenario.

Figure 12: Dropping In, Keeping Tabs scenario.

Figure 13: Incident Report scenario.
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